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Abstract: This article puts forth a novel category of probability
distributions obtained from the Topp-Leone distribution, the
inverse-K exponential distribution, and the power functions.
To obtain this new family, we used the original cumulative
distribution functions. After introducing this new family, we
gave the motivations that led us to this end and the basis of the
new family obtained, followed by the mathematical properties
related to the family. Then, we presented the statistic order,
the quantile function, the series expansion, the moments, and
the entropy (Shannon, Reiny, and Tsallis), and we estimated
the parameters by the maximum likelihood method. Finally,
using real data, we presented numerical results through data
analysis with a comparison of rival models.

Keywords: inverse-K exponential distribution, power func-
tion, entropy, maximum likelihood estimation, statistic
order, numerical analysis

1 Introduction

In statistical modeling, the results obtained may not be
very close to reality because the chosen model is not ade-
quate for the data. To address this problem, new models
have been developed rapidly in order to improve the
existing models. Among these models, we can have general
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families of distributions, most of which are based on gen-
erative distributions. Several methods exist for developing
novel distributions. Among these methods are the method
of generalization of distributions; the method of genera-
tion of asymmetric distributions; the method of addition of
parameters; the model generated by the beta method; and
the method of transformed-transformer. In our work, we
have used the method of adding parameters. Indeed, the
primary concept revolves around augmenting the funda-
mental distribution by incorporating one or multiple shape
parameters into the basic distribution in order to improve
its level of flexibility. We can give the following examples:
Poisson-G [1], new power Topp-Leone (TL) generated family
of distributions [2], generalized Odd gamma-G family of
distributions [3], Topp-Leone-Marshall-Olkin-G family of
distributions [4], type II Topp-Leone generated family of dis-
tributions [5], Topp-Leone—Gompertz-G family of distributions
[6], two-sided generalized Topp and Leone (TS-GTL) distribu-
tions [7], Topp—Leone Modified Weibull Model [8], Topp-Leone
Lomax (TLLo) distribution [9], Marshall-Olkin-Topp-Leone-G
family of distributions [10], type II generalized Topp-Leone
family of distribution [11], new power Topp-Leone generated
family of distributions [2], logistic-uniform distribution [12],
gamma-uniform distribution [13], uniform distribution of
Heegner points [14], Topp-Leone odd log-logistic family of
distributions [15], type II exponentiated half-logistic-Topp—
Leone-G power series class of distributions [16], exponen-
tiated half-logistic-Topp-Leone-G power series class of dis-
tributions [17], extended generalized exponential power
series distribution [18], new inverted Topp-Leone distribu-
tion [19], Kumaraswamy inverted Topp-Leone distribution
[20], new power Topp-Leone distribution [21], type II power
Topp-Leone Daggum distribution [22], new hyperbolic sine-gen-
erator [23], type II Topp—Leone Bur XII distribution [24], expo-
nentiated Topp-Leone distribution [25], Kumaraswamy—
Kumaraswamy distribution [26], transmuted Kumaras-
wamy distribution [27], exponentiated Kumaraswamy distri-
bution [28], inverted Kumaraswamy distribution [29],
unit-Weibull distribution as an alternative to the Kumaraswamy
distribution [30], inflated Kumaraswamy distributions [31],
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generalized inverted Kumaraswamy distribution [32], bivariate
Kumaraswamy distribution [33], Marshall-Olkin extended
inverted Kumaraswamy distribution [34], Marshall-Olkin
Kumaraswamy distribution [35], Kumaraswamy-geometric
distribution [36], Kumaraswamy-log-logistic distribution
[37], Kumaraswamy-Pareto distribution [38], Topp-Leone
generalized inverted Kumaraswamy distribution [39], two-
parameter family of distributions [40], power Lambert
uniform distribution [41], and also other families of distribu-
tions having important properties and very used in statis-
tical modeling. Moreover, among the existing distributions
that are defined on a unit interval, we have the TL distribu-
tion, which has great importance in statistics because of its
mathematical properties and especially because of the tra-
ceability of its cumulative distribution function (CDF). This
particular distribution possesses an exceedingly adaptable
CDF as it has the potential to represent a positive skewed
distribution, a negative skewed distribution, and much
more a symmetric distribution, which allows a greater flex-
ibility of the tail: these characteristics distinguish it from
others. It can also model hazard rates that are decreasing
as well as increasing, bathtub, and inverted ]J. Another
advantage of this distribution of interest is its possession
of an exact closed-form CDF, making it highly manageable
and straightforward to work with. These very excellent criteria
for this distribution make it an elegant candidate for use in
various fields. Thus, the CDF of TL is defined as follows:

F(zo; m) = 2,'(2 = 2o)"™, @
where z, € [0,1] and the probability density function
(PDF) is characterized as follows:

f(zo; m) = 2mz" (1 - 2,)(2 - z,)™ ! )
with z, € [0, 1].

Therefore, the hazard rate function (hrf) is given as
follows:

2mz™ Y1 - z,H2 - zim !
h(ze; m) = 01 T - 2

, 3

with z, € [0, 1].

This function of the hazard rate is very flexible. This
distribution has other mathematical properties that are
nontrivial, which makes its application in several fields.
Recently, several researchers have used the TL distribution
to study the behavior of several aggregates such as taxes
and productivity in business. The TL power family is
obtained from the TL distribution, the power function,
and finally the whole composed by a cumulative distribu-
tion. This one is defined as follows:

F(x; m,n, &) = K(x; &)"™2 - K(x; &)"m @
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X €R; m,n>0with & = (o1, &oz, ---»Eon)-
Let us introduce the novel family characterized by:

F(x; &) = e ke o7, G)

where p > 0.

The idea behind this work is to present a novel family
of distributions by merging some of the families described
above. It is the power Topp-Leone (PTL-K) and power
inverse exponential (PIE-K). The new family obtained is
defined by composing their distribution functions. We
obtain:

m
F(x; v) = e'""{l'f«x:lw}‘z - e"[l_ Ko fo)"’] , (6)

with v = (m, n, p, &).

The novel family thus obtained is: power Topp-Leone
exponential negative family of distribution (PTLEN-K).

The development of this family is motivated by several
key factors:

— Inadequacy of existing models: currently available prob-
ability distribution models may prove insufficient for
accurately modeling data from the fields of engineering
and biology.

— Specific application: the identification of specific domains
where TL distributions, inverse-K exponential distribu-
tions, and power functions are particularly relevant has
led to the creation of this new family of distributions.

— Required flexibility: the need to offer greater flexibility
in modeling real-world data has led to the proposal of
these distributions, which is essential for atypical or
complex data.

— Exploration of new theories: this initiative is part of a
research endeavor aimed at expanding knowledge in
statistics by exploring new theories and methods.

— Addressing pending questions: the resolution of unre-
solved problems or questions in data modeling in engi-
neering and biology has been a major motivation behind
this creation.

— Practical applications: the aim of this new family of
distributions is to contribute to the improvement of
modeling complex phenomena in the fields of engi-
neering and biology, as well as enhance predictions
and decisions based on these models.

— Scientific advancement: by extending the range of avail-
able statistical distributions, this work seeks to promote the
advancement of statistical science, benefiting researchers
and practitioners working in these fields.

Overall, the creation of the new family of distributions is
motivated by the need to provide more suitable statistical
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tools, address specific problems, and enhance data mod-
eling in specific domains of engineering and biology
[42,43].

2 The basics of the PTLEN-K

In this paragraph, we present the fundamental principles
of the PTLEN-K family.

2.1 PDF function

The CDF function of the PTLEN-K is given as follows:

1
F(x; v) = emnll Kes fﬂ)”]

n[l—i1 } "
2-e | K&x &Pt . 7

We differentiate this distribution function according to x.
Thus, we obtain:

FO; v) = 2mnp %e’""lkml

1 1 m-1
1- e"‘l_”* fw”]”z - e"‘l' K(x; a,)”]]

Vx € R, where k(x, &) is the derivative of K(x; &,).
Some asymptotic findings on f can be deduced from
this expression.

(8)

X

Table 1: Some special members of PTLEN-K

Models Distribution K(x, &) Support
PTLENF Fréchet exp{—(—x) W0 R.
PTLENG Gumbel exp{-e~*} R
PTLENW Weibull 1-exp{—(—x/A)*} =0 R.
PTLE2N Normal d(x;1, 0) R
PTLENLo Logistique 1 u R
2|1 + tanh(=")
PTLENHC Half Cauch 2 x R
y —arctan() *
PTLENBuU Burr 1-{1 + x°yk R+
PTLENLx Lomax -k R*
1—‘1 + 5’
2
PTLENBt Bet Bx(a,p)
et rap = k@p) D
PTLENRay Rayleigh 2 R.
1-exp 2z
a
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If K(x; &) — 0:
Fx; v) ~ mnpWa,,,(x),

k(x; &)

m[n‘l—m}ﬂog(z)]
K(x; &) '

Wiv(X) =

When K(x; &) — 1,
fO; v) ~ 2mnpZ,(x),
with

Z,00) = k(G &) x (1~ "W).

2.2 Asymptote of hrf

The hrf of the PTLEN-K family is:

fO;v)
1-F(x;v)’

k(x; &
h(x; v)=2><mnp><K()((_X—f(’c)z+1

1 1
x @M1 g fo)”)[l - "k fo)”)]

h(x; v) = 9)

_ 1 m-1
[2 - " fo)”)]
X

[1 - em"(l_m;lsow)[z - e"(l_m;lfo)P)]m]

Below are some asymptotic conclusions on h derived
from this function.

Proposition 1. When K(x; &,) — 0,

k(x; &) Ym,v(X) .
h(x; v) ~ mnp x " with,
06 V) = D X s &P 1= Yy 0)
m[n‘l—%}ﬂog@] (10)
Yno(X) =e Ko fo) .

Proposition 2. Moreover, if K(x; &) — 1,

2mnp

h(X; V) ~ 1_71:()()

Zy(x) with

S
koo fo)l’}]‘

The variations of h(x; v) can be examined similarly to

Z,(x) = k(; E)1 - €

those of f by utilizing the following relationship:

{log[hC; MY = {log[fO; VIY + hOG v). (D)
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Figure 1: A graphical representation of the empirical PDFs for random values of m and n. (a) PDFs representation for random values of parameters
and (b) PDFs representation for fixed p and t and different m and n.

2.3 On a stochastic order: Framing of the 0<K(x; &) <1
proposed new family Therefore,
m
- s 1 _ 1
tfhe sgbsequent result demonstrates certain inequalities mnl1 - — - e"‘l K(x; fa)”] < F(x; v).
involving F(x; v). K(x; &)P

Proposition 3. For all x € R¥ such as K(x; &,) € (0, 1), the
following inequalities are valid:

1_#
On the other hand, we know that e"[ K @P| >
because for any x € R, e* > 0.

Gy(x) £ F(x; v) < Hy(x). As a result, we have

Proof. We know that 1_K(x;1§a)p’

F(x;v) < ame™
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Figure 2: A graphical representation of the empirical PDFs for fixed n. (a) PDFs representation for fixed m and n and different p and t and (b) PDFs
representation for fixed p and n and different m and t.
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Figure 3: Graphical representation of the empirical hrfs. (a) hrfs representation for fixed m and n and different p and t and (b) hrfs representation for

fixed p and ¢t and different m and n.

and
Gy(x) < F(x; v) < Hy(x),
with
60 it - it et o]
and

H,(x) = zme’""[l‘mﬁw,.

3 Special members

From this new distribution family, several are the special

members of PTLEN-K with interesting properties. So, we

will list in the following table some of these members.
Table 1 shows the special members of PTLEN-K.

4 A special member: the PTLEN-U
distribution

Many are the distributions having diverse natures that
comprise the new family previously introduced according
to the selection of basic probability distribution. In this
investigation, we employed a uniform distribution with

parameter 6 > 0 to establish the characteristics of PTLEN-
U. It is determined as follows:

K(x:6) = %

with 0 < x < 6.
The associated PDF and hrf are expressed as follows:

1
k(x;0) = ]
and
1
h(X,@) = m
In addition to its simplicity, the PTLEN-U has demon-
strated remarkable flexibility in modeling data, exhibiting

a nonmonotonic underlying hrf. Therefore, the PTLEN-U
can be defined by the following CDF:
p] m

The associated PDF and hrf are characterized as follows:

13
]
X

1-|x

F(x; v) = e 2 - enll_ (12)

0 ”]
1_ =
fO6 v) = 2mnp x — x m"‘ X
0 » pnym-1 (13)
% 1_en1—7 2—en177
fx )

Vx € R and hr(x; V) = 1-F(x; v)
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(14)

1-

e 2ﬂ|2 et ﬁ]”]]m

with 0 < x < 6.

4.1 Some PTLEN-U mathematical properties

In this paragraph, we present several noteworthy mathe-
matical characteristics regarding the distribution of
PTLEN-U.

The potential forms of the PDF and hrf of the PTLEN-U
model are illustrated through Figures 1-3. The Figures 1
and 2 display that the PDF may exhibit a right-skewed and
inverted J-shaped curve. We also remark that the PDFs
may take on an increasing, decreasing, inverted, or
bathtub-shaped form. These curvature characteristics are
widely recognized as advantageous in the development of
versatile statistical models.

4.2 Expansion of the function f

Proposition 4. The expansion of f has the following
expression:

2mp i (—1)q+f+j x nl-J x gm-1-t
fosv==g=x 2 T
k=0 1t

T(u + DI(m) (15)
T(w-j+DI(m -0

x (q +m+ Dkz

1—[9
X

Proof. The PDF of PTLEN-U is given in Eq. (13):
Indeed, we are going to pass to the development in
series of the factors of this expression:

1

withz=n

p P
and u = ’

p+l
b

X

z=nl-

P
]andu=

Then, the expression of the density function becomes:
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2mnp
0

VA u
1- ;] emz(1 - e?)(2 - e?)mL,

fx;v) =

In addition,
m-1
m-1
2 - erym1l = Z (_1)t[ . ]Zm—l—tezt’
t=0

So,

m-1 m-1
emZ(Z _ ez)m—l - z (_1)t[ ]Zm—l—teztemz‘
t
t=0

In addition, we have

1
(1-e%) = ) (-1)le®,

q=0
Consequently,
m-1 m-1
em(1 - e?)(2 - ez)m—l — z (_1)t+q[ ]zm—l—te(t+m+q)z
q,t=0 t
u u j
and 1—£] = Z(—l)fu. Zr
n i jl\n
So,
N 2mp (-1)2* 4 x pl x gm-1-t
feev==g= 2 Kt

k,j,t,q=0

I'(u + DI'(m)
Tu-j+DI(m-t)

x (q +m + t)kzk,

4.3 Moments

Proposition 5. For any random variable X with f as PDF, the
moment of X is given by taking S to be positive as follows:

2mp

M= TSk,j,t,qM,;’s. (16)
Proof.
M = E(X%)
= Ixsf(x; Vv)dx
2mp " 9y ¢
= TSk,j,t,qJXs 1- [;] ] dx
2mp ,
M= Tsk’j’t,qu,s,
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(_1)q+t+j x nl—j x Zm—l—t
* Kl

Skjtg= 2
k,j,t,q=0

T(u + DI(m) 17
T(u-j+DI(m -0
x (q+m+ t)k,
+00 Ptk
My, = [xq1- [g] ] dx. (18)

We will, therefore, look for a simpler development of M, ;.

Indeed, let us consider % =Xanda=j+k

+00 :
9 p)itk
- sl - | =
M= [ x [1 [X] ] dx
+00
= [x1 - xvyrax
s
= Ixs a](_l)a—pr(a—d)dX
_ d=0 d
« +00
M;é,s — z (_1)a—d9p(a—d)erd,k IXP(“_d)+SdX. 0

d=0 b

4.4 Probabilities weighted moments

Proposition 6. The (r + s)th probability weighted moments
noted M; s is:

2mp
M = 0 > Grt,q.j,mnpMy o ks (19)
k,t,q,j=0
with
) nk+12y—1—t
Grtqjmnp = (FDTT % Kitlj!
X ru,y,j,t(q + V + t)k
A T(u + DI(y) 0)
ST+ DIy - 0
withy =m(s + 1)
and
+00 6 p j+k
M= [xi-1Z2f | ax. (21)
0
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Proof.

2mnp z )" _

fFS = 9 1 —_ E emZ(l —_ eZ)(z —_ ez)m 1[ean(2 —_ ez)m]s
2 u

fFs = ”énp 1- %] (1 - e?) - ez)y—leyz.

In addition, we have:
m(s+1)-1 y - 1
2 - ez)m(s+1)—1 — z (_1)t[ . ]zy—l—tezt 22)
t=0

and
y-1 y-1
evz(2 — eZy1 = Z(-l)‘[ ; ]ZV‘l“ereVZ. (23)
t=0
As a result, we have

1
(1-e7) = ) (-1)le®

q=0
and
evi(1 - e?)(2 - e?y1
=3 (—1>”q[y . 1]2V-1-fe<r+v+q>z. @
q,t=0 t
Given,
A L (ul(zy
1= =20 -
-2 = senli)
we have,
—1)a+t+inl-joy-1-t
P O Vi
ki ta=0 kit
pA) (25)
o D+ D@ +y +0f -,
Tu-j+DIry -1 i
Consequently,
M s = E(X"FS(x))
= IxrfFSdX,
0
2m -1 q+t+jnk+12y—1—t
K t.0j=0 1t

o T+ DI()(g +y + F
Tw-j+ DIy -0

L)

+00

X Jxr
0
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So,

2mp

0
) x Z Grt,q,j,mnpMr.g k-
k,t,q,j=0

Mr,s = (26)

To simplify M7y x, let us consider % =Xanda=j+k
M, = _[xf(l — XP)tdx

0

+00

( 1)(1 pr(a d)dX

+00

[ ]( 1)e d_ofx"XP(“‘d)dx

At

+00

0k = Z( 1)e-dgre-or, | pr(“ D1y .
0
4.5 Incomplete moment (IM)

Proposition 7. X is a random variable and S, is a positive
integer. The Sy-incomplete moment of X is given as follows:

IM(y) = E(X% y)
y
IM(y) = J’xsof(x; V)dx,
whereY, = X when X <y and Y, = 0.

From the expression obtained for the moment given in
Eq. (19), we deduce the following IM(y):

IM(y) = Sk Ml s, @7
where
, ~ (_1)q+t+]' x nk+1 x Zm—l—t
Skt = z kietit
k,j,t,q=0 L) (28)
x Tyaj(q + m+ 0,
with
I'(u + DI'(m)
Liait = 29
it Tu-j+DI(m-1t) (29)
and
y i+k
o))
IMj, ¢ = Sofl - |— dx. 30
i _Ix [X] (30)

On the other hand, we give the reduced form of IMj g .

Let us setg =X and a =j + k. So, we have:

DE GRUYTER

y j+k
oY)
e fp T
_y
= sto{l - XPydx
i y
- Z( 1) dgp(a- d)r Ak pr(a d+Sodx

—00

y
IMp s, = Z( 1) dgrear; 4 x _[X”(" D*Sogly.

—00

4.6 Moment generating function (MGF)

Proposition 8. The representation of the MGF can be
written as follows:

2mp

tho
MGF = == Z T SkinaMis, (3D)

Proof. We will show the representation of MGF from the
series expansion of exp(tx) as follows:

¢ ()
exp(tx) = Z Y 32)
=0 'O
Then, MGF = E(exp(tX)) and
MGF = E(exp(tX))
Z (tX)r"
= 0
0 trg
=y —E(X")
ra=0 0*
MGF = Z
1,=0 0
2mp o
MGF = —= 0 Z Tl k]thks,, |

4.7 Entropies

In statistical modeling, entropy is a measure that studies
the variety or vulnerability of a random variable Y. Thus,
we have the Rényi entropy, the Shannon entropy, and the
Tsallis entropy. We will drive in the following lines: the
Shannon’s, Renyi’s, and Tsallis entropies, which remain the
most widely used and have a great importance in many
fields, such as statistical inference, classification, problem
identification in statistics, econometrics, and pattern recog-
nition in computer science.
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4.7.1 Generalized entropy (GE)

Proposition 9. Cowell and Shorrocks provide that is:

GE(x; B,) = %ijxﬂﬂx)dx -1 (3
0 0

Bo(ﬁo

With u, like the mean of the distribution. So, by using the
representation of the probabilities weighted moments,
we have:

1
GE(x; =—C i b -1
x; B BB, - i k,t.q,mnpMr=p, 0.k (34)

4.7.2 Réiny’s entropy
For any random and continuous variable X with interval

R, the Rényi entropy is a measure of uncertainty. Its defi-
nition is as follows:

(35)

ERCY) = } - logljf(x; v)adx’.
R

Proposition 10. The Réiny entropy of the PTLEN-U family is
given as follows:

1 +00
ER(X) = - log Jeta, W q(n, a, 9)], (36)
@ lktgj=0
with
= M ‘ x za(m—l)—tm
Jitai 0 kitljlq! (37)
X 1—‘u,m,j,k,t
_ T(a + Dk + am + t)?
msee = @+ D X gy T D@ -k + 1) 8
Tlalm-1) + 1)
Flam-1D)+1-1¢t)
and
v q+j
Wq(n, ,0) = [ - F] dx. (39)

R

Proof. For any random and continuous variable X with
interval R, the Rényi entropy is a measure of uncertainty.
Its definition is as follows:

ERCY) = } - log[jf(x; v)“dx’.
R

Power Topp-Leone exponential negative family of distributions
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On this, it is essential for us to obtain an explicit expression
of f(x,v)®. As a matter of fact,

a
fl6 v)*= [eri%] x ga(m=D-t

oo (=Dk+tH 74+

kim0 Kithjlg! wha g

where
T(au + DI(a + DI(a(m - 1) + D(k + am + t)?
M mjkt = - (40)
Tlau-j+Dl(a-k+Dl(a(m-1) +1-1¢)
and
P
z- n‘l . 9] ’ )
X

Consequently, the Rényi entropy of the PTLEN-U dis-
tribution is given as follows:

. (42
O

+oo
z ]k,t,q,j ij,q(n, a, 0)

1
ER(X) = log
1-a “liigi=o

4.7.3 Shanon’s entropy

Claude Shannon, a genius researcher, worked at the famous
ATT Bell laboratory. He greatly influenced modern science
and engineering through his application of thermodynamic
techniques to the representation of information. Shannon’s
genius was to establish the link between the probability of
occurrence of a term or character and the “amount of infor-
mation” associated with it [44].

Proposition 11. Thus, Shannon entropy of PTLEN-U is
defined as follows:

ES = -log(m) - log(n) - log(p) + log(8) — mlog(2)

(43)
+ ES(),
ESo=-mE(z) + u %iE(zf)
=
m-1 3 T p
i=1g-09'2"
g jk—l
- —E(Z").
j=ik=0 K!
Proof. We know that
ES = -E{log[f(X; V)]} (44)
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ES =-E{log(2mnp/0)} - mE(z) - uE[log(l - %),

- E[log(1 - e%)]
- (m - DE{log(2 - )}

and
log(1 - €%) = Z Z J? (45)
log(2 - e?) =log(2) - Z Z qu (46)
i=1q=0
In addition, we have
ES = -log(m) - log(n) - log(p) + log(6) — mlog(2) )
+ ESo,
- < 1 Jj
ESo = -mE(z) + u ZWE(Z )
ja-1
-(m-1 Z TE(Z‘I)
i= 1q 0 12
i I , E(Z") O
j=1k=0 k!

4.7.4 Tsalli’s entropy

Proposition 12. The entropy of Tsalli’s of PTLEN-U is defined
as follows:

Z Jt.0 Wig@, @ D). (48)

k,t,q,j=0

E(0) = ﬁ{

Proof.

(49)

E6) = —Uf(X)”dx

So, by using the representation of the probability

weighted moment given in Eq. (19), we have Eq. (48). O
4.8 Quantile function (Q)

Proposition 13. The Q of PTLEN-K is expressed as follows:
0

-t A

o= (50)

DE GRUYTER

Proof. Indeed, let us say x, = Q(y; v) Yy € [0,1].
Then, by the definition of the quantile function, x,
satisfies the nonlinear equation y = F(x; v)

y=Fxv) (51)
ym =" m;leaw)[z - e”(l_mx;lfa)”)]. (52)
Let us take w=¢e | K&y >(,
The equation amounts to
yr o= w2 - w) = 2w - w (53)
and
- 2w+ ym = 0. (54)

This equation has the following solutions:

W1=1+\/1—y31 andwz=1—\/1—y31.

The antecedent of [0, 1] is w = (2 - w)w in [0, 1]. So,

1
K(x; ¢) = T
1 1 (55)
1-In|1-41-ym
But in our case,
K(x;0) == (56)
So,
X _ 1
0 v G7)
1 1
1—;1n1—«/1—ym”
By drawing x in this last expression, we have:
0
X = T. 8)
1 1 ||
1- In|1-y1-ym ]
Hence, the quantile function is given as follows:
0
;) = .
o . P (59)
1-2Inj1-41-ym
O

4.9 Reliability properties

This paragraph covers fundamental reliability properties
of the PTLEN-U model that are commonly utilized in prob-
ability theory and engineering.
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4.9.1 Reliability function or survival function

The reliability function (survival function) is defined as
follows:

S=1-Fx) (60)
Sprieny =1 - e™[2 - e* ™, (61)
4.9.2 Hazard function
The HF function is defined as follows:
f(x)
HF = ——, 62
S0 (62)
2 u
HFprienu = LU [1 - i] em
0 n
(1 - e?)(2 - exym1
1-em(2 - e?)m -’
4.9.3 Cumulative hazard function
The cumulative HF is defined as follows:
HF(x) = -1og(S(x)). (63)
So, we have
HFprenu(X) = —log[1 - e™(2 - e*)™]. (64)
4.9.4 Reserve hazard function
The reserve hazard function is defined as follows:
f(x)
= —. 65
RF(x) Foo) (65)
So, we have
2mn zZ41 - e?
RFprieny = 0 p{l aiy ewmr? (66)

4.9.5 Mean waiting time (MWT)

Proposition 14. The MWT function is defined as follows:

m(x) =x - . (67)

1 X
m{tf(t)dt

Power Topp-Leone exponential negative family of distributions
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So, by using the representation of the probability weighted
moments given in Eq. (19), we have:

Z Gk,t,q,j,m,n,eril,e,k(X)' (68)

,4,j=0

7T(X) =X- T?X)k’t

4.9.6 Mean residual life

Proposition 15. The mean residual life function (MRL) is
defined as follows:

MRL(x) = %Itf(t)dt - X. (69)

So, by using the representation of the probability weighted
moments given in Eq. (19), we have

2mp 1
MRL(x) = —F x ————
o 1-FX (70)
x Z Grt.qjmnpMi=19x(X) = X.
k,t,q,j=0

4.10 Income inequality measures

The uniform model finds practical application in several
areas. Consequently, it is crucial to examine some
inequality measures that are commonly used in this
domain. These measures are also employed in demo-
graphic research, which enhances the versatility of the
PTLEN-U distribution and expands its scope of application.
The inequality measures for this purpose are presented in
the following subsections.

4.10.1 Gini index

Italian statiscian Corrado Gini (1912) introduced the fol-
lowing inequality:

-
Gid = E{{F(x)(l - FO))hx, (71)

where u, and F(x) are the mean CDF, respectively.

Proposition 16. So, the Gini index of PTLEN-U is given as
follows:
Gig = BlIquX + B2J'dex.
0 0
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Proof. We have:

d
F(X)z = z (_1)k[2m]22m—kMZd_ (72)
k.d=0 k d!
So,
1 00
G =— [{FOO@ - FOo)idx
o
17 17
= — |F(x)dx - — | F(x)*dx
i |
Gu=B; _[zqu + B, szdx
0 0
with
m). _.(m+t)
B, = x (_1)t[ ]zm [ AT
' t,qz=0 t uoq!
2m)., ., (2m+ k)¢
I eCIE
’ k,dz=0( ) k uod!

4.10.2 Lorenz curve

Proposition 17. Lorenz introduced another inequality mea-
sure as follows:

1 X
L = — dt. 73
0 yo_[tf(t) t (73)

So, by using the representation of the probability weighted
moments given in Eq. (19), we have:

1
Lx)=— Z Gk,t,q,j,m,n,er?=1,9,k(X)-
0 k,t,q,j=0

(74

4.10.3 Bonferroni index

Proposition 18. The credit for introducing this inequality
goes to Bonferroni. It is derived as the quotient of the
Lorenz curve and the CDF.

- L

) (75)

B(x)

So, by using the representation of the probability weighted
moments given in Eq. (19), we have:

B(x) = Z Gk,t,q,j,m,n,ero=1,0,k(X)-

= (76)
xqu(X) k,t,q,j=0
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4.10.4 Average deviation from mean

The mean deviation, also known as the average deviation,
is calculated as the average of the absolute differences
between each value and the mean of those values.

Proposition 19. The average deviation from mean of
PTLEN-U is given as follows:

2m
w(yo) = 2 .qu([‘lo) - —p Z Gk,t,q,j,m,n,pMz?=1,9,k,u . (77)
0 igi-o ’
Proof.
s
V() = 2,F () - Ixf(x)dx]. (78)
0
Thus,

W) = [Ix - gyl odx
AI?O ®
= [b = wlFo0dx + fIx - gylfoodx
0 U,

HO
= 20,F (1) - 2 [xf (x)dx
0

Hy

1) — [xfO0dx
0

Y(u,) =2

By using the representation of the probability weighted
moments given in Eq. (19), we have:

Ho
2mp
ij(X)dX = T Z Gk,t,q,j,m,n,erO=1,9,k,/.lo' (79)
0 k,t,q,j=0
Consequently,

2mp

l/”(ﬂg) = 2 .qu(['lo) - 0 Z Gk,t,q,j,m,n,pMile,O,k,/.lD D (80)

k,t,q,j=0

4.10.5 Pietra index

Proposition 20. This index was introduced by Pietra. It is
defined as the ratio of the mean deviation from the mean to
twice the mean of the distribution.

_ Y,

PI
24,

(81)
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So, by using the representation given in Eq. (19), the
Pietra index of PTLEN-U is:

2m,
PL= F(u,) - 2"

9[.1 Z Gk,t,q,j,m,n,er?:l,G,k,/.to'

0 k,t,q,j=0

(82)

4.10.6 Zenga index

Proposition 21. The following inequality measure called
Zenga index was given by Zenga as follows:

200 =1- 1 (83)
Lo(X)
where
1
)" = —F(X)b[tf(t)dt, (84)
and
0 = —[iroc (85)
Ko™ = l—F(x)Xf ’
1
SRR (86)
x Z Gr.t,q.j,mnpMr=1,, (X7,
k,t,q,j=0
2mp 1
!’lo(X)+ =— X —
1-Fx) @)
x Z Gr.t,q,j,mn,pMr=q,9, (X7
k,t,q,j=0
So, we have
_,_1-F(x)
Z(x)=1 FO)
(88)

§ Zk’t’q’j=0Gk,t,q,j,m,n,er0=1,9,k(X_)
Zk, t,q,j:OGk, t,q,j,m,n,pM19=l,0,k(X+)

4.11 Maximum likelihood estimation (MLE)

In this part, we look at the PTLEN-U model. The MLE tech-
nique is employed to obtain m, n, p, and ¢ values because of
its intriguing theoretical and practical qualities.

The likelihood is given as follows:

N

L) = [1f 0 v) (89)
k=1

l,(v) = log[L,(V)]. (90)

Power Topp-Leone exponential negative family of distributions
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Therefore, the log-likelihood is:

l,(v) = Nlog(2) + N log(n) + N log(m) + N log(p)

+ Np log(6)
N N 1
+mnN - (p +1) ) log(x) ~ mngP z 7 (91)
k=1 k=1
N N
+ Y log(l - ex) + (m - 1) Y log(2 - e%).
k=1 k=1
So, the MLEs are defined as follows:
a, N N4, X
*nN-nP) 5+ ) log(2 - et),  (92)
om m kzl x,f IZl
ol
1-]—] |e*
ol, N N N [ [Xk]
G _ N e S L
on n+mN mf glxlf lZl 1 - e&
p (93)
N [1- [X% ]ezk
-1 NN
m )k; —en
al, N y
— =—+ Nlog(0) - ) log(xx)
op ~ p "V 1080) = 2 o
N
1 0
- mnoP —log[—]
IZl X \x
N e% log[ ] (94)
+noP ) ———
" kzlxlfﬂ - e}
N log[ ]ezk
+(m-1nbP ) ————
kzl 15{2 - e}’
al, Np 9[,1%1 op 12 e
Gt _ P N
0 6 k= 1Xl£’ " X1 - e ©5)

+(m - Dnport ) —
kz X {2 - e4}’

These expressions are complex and do not enable us to
obtain really closed forms for the MLEs. We will thus make
use of numerical methods to maximize [,(v) based on
Newton-Raphson algorithms.

5 Simulation with real data

Here, we study the flexibility of PTLEN-U model through an
examination of two datasets obtained from real-life inci-
dents. Furthermore, we conducted a comparison between
the PTLEN-U model and several other models, a few of
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Table 2: Estimated values for the dataset I

Model m n p 7] a b n
PTLEN-U 0.00149 2.4359 5.690 3.700 — — —
TL-OEHL-U — — — — 0.0024 3.8853 2.235
TIIGTLU — — — 19.895 1.425 1.501 —
Uniform — — — — 0.001 1.6011 —

which are enumerated below, in order to evaluate its suit-
ability for the data.

(1) Topp-Leone odd half-logistic uniform (TL-OEHL-U) [45].

(2) Type II generalized Topp-Leone-uniform (TIIGTLU) [11].

(3) Uniform (U).

The fundamental similarity among these distributions is
their usage of the uniform distribution as a base, thereby
enabling a comparison between these models. Several
widely recognized statistical metrics and various others,
were employed to contrast and evaluate these distributions.
It is worth noting that the model with the lowest criterion is
considered the most optimal. To calculate all these metrics,
we utilized both MATLAB and Mathematica software.

A variety of metrics are employed to evaluate and
contrast the four proposed models. The designated criteria
consist of akaike information criterion (AIC), Bayesian
information criterion (BIC) corrected akaike information
criterion (CAIC), Hannan-Quinn information -criterion
(HQIC), and L,, which are defined as follows:

AIC = 2b - 2log(L,),
BIC = blog(n,) - 2log(L,),

(b + 1)
no-b-1

HQIC = 2blog[log(n,)] — 21og(L,),

CAIC = AIC +

where b is the number of parameters in the statistical
model, ny denotes the sample size, and L, signifies the
maximized value of the log-likelihood function under the
considered model.

Dataset I

The first dataset consists of 63 observations of the
strengths of 1.5 cm glass fibers obtained by workers at

Table 3: The information criteria results for the hailing time data

the UK National Physical Laboratory in [46]. The data
are: 1.250, 1.270, 1.280, 1.290, 1.300, 1.360, 1.390, 1.420,
1.480, 1.480, 1.490, 1.490, 1.500, 1.500, 1.510, 1.520, 1.530,
1.540, 1.550, 1.550, 1.580, 1.590, 1.600, 1.610, 1.610, 1.620,
1.630, 1.640, 1.660, 1.660, 1.670, 1.680, 1.690, 1.700, 1.730,
1.760, 1.770, 1.780, 1.810, 1.820, 1.840, 1.840, 1.890, 2.000,
2.010, and 2.240.

Tables 2 and 3, show, respectively, the estimates of the
parameters and the criteria for dataset L.

Dataset II

The second dataset represents the survival time (in
days) of some guinea pigs infected with virulent tubercle
bacilli, observed and reported by as given in the study by
Soliman et al. [47]:

0.100, 0.330, 0.440, 0.560, 0.590, 0.720, 0.740, 0.770, 0.920,
0.930, 0.960, 1.000, 1.000, 1.020, 1.050, 1.070, 1.070, 1.080, 1.080,
1.080, 1.090, 1.120, 1.130, 1.150, 1.160, 1.200, 1.210, 1.220, 1.220,
1.240, 1.300, 1.340, 1.360,1.390, 1.440, 1.460, 1.530, 1.590, 1.600,
1.630, 1.630, 1.680, 1.710, 1.720, 1.760, 1.830, 1.950, 1.960, 1.970,
2.020, 2.130, 2.150, 2.160, 2.220, 2.300, 2.310, 2.400, 2.450, 2.510,
2.530, 2.540, 2.540, 2.780, 2.930, 3.270, 3.420, 3.470, 3.610, 4.020,
4.320, 4.580, and 5.550.

Tables 4 and 5 show, respectively, the estimators of the
parameters and the criteria for dataset II.

Table 4: Estimated values for the dataset II

Model m n p 0 a b n
PTLEN-U 0.024 2235 1922 588 — — —
TL-OEHL-U — — — — 2.952 10.015 7.405
TIIGTLU — — — 2012 1204 1015 —
Uniform — — — — 2314 12.027 —

Table 5: The information criteria results for data II

Models i AIC CAIC BIC HQIC Model i AIC CAIC BIC HQIC
PTLEN-U 5.282859 18.56572 19.54133  25.88028 21.3058 PTLEN-U 226.0052 460.0105 460.6074 469.11771  463.6359
TL-OEHL-U 9.81204  25.62408 26.19551 31.1100 27.67914 TL-OEHL-U  242.8501 491.7002 492.0531 498.5302 494.4192
TIIGTLU 8.98752  23.97504 24.54647 29.46096 26.0301 TIIGTLU 253.8640 513.728 514.0809 520.558  516.447
Uniform 21.86521 4573042 45.82133  47.55906  46.41544 Uniform 310.5014  623.0028 623.0599 625.2795 623.9091
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Figure 4: PDFs and CDFs (dataset I). (a) PDFs and (b) CDFs.

Based on the analysis of Figures 4 and 5, we can infer
that the PTLEN-U model is a better fit for datasets I and II
compared to the TIIGTLU, TL-OEHL-U, and uniform models.
One advantage of the PTLEN-U model is its flexibility.

Therefore, we can conclude that the PTLEN-U model is a
more suitable choice for modeling these datasets due to
its superior performance and versatility in accommodating
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Figure 5: PDFs and CDFs (dataset II). (a) PDFs and (b) CDFs.
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different data. It can adapt to complex and heterogeneous
distributions, which is essential in fields such as engineering
and biology where data can exhibit diverse characteristics. By
offering better data fits to real data, our method can contribute
to more informed decision-making in fields where critical deci-
sions are made based on statistical models. This can have a
positive impact on decision quality and forecasting.
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6 Conclusion

In this study, we introduced and analyzed a novel distribu-
tion known as the PTLEN-U. The PTLEN-U model is
derived by incorporating the inverse uniform distribu-
tion into the PTL-K family, making it a new contribution
to the theory of statistical distributions. The versatility of
this distribution allows it to be adapted for various fields
of application.

We have explored in our study many mathematical
properties of the PTLEN-U model such as Rényi entropy,
Tsallis entropy, qf, reliability properties, and moment gen-
erating functions.

MLE method was employed to obtain the values of
unknown parameters of the PTLEN-U model. Furthermore,
we applied the PTLEN-U model to two practical datasets and
compared its performance to that of its competitors.

Overall, we believe that the PTLEN-U distribution is
able to be highly useful for a wide range of real-world
data beyond the scope of this study. The creation of new
family models would allow for the development of more
advanced statistical models, which could potentially lead
to improved analysis and predictions in various fields of
application.

7 Future work and upcoming
studies

In the future, our research team plans to focus on several
areas of investigation. One of these areas will involve
exploring the T - X transformation to develop a novel dis-
tribution able to model previously unobserved lifetime
events. This new distribution will offer a more advanced
statistical model for analyzing and predicting lifetimes,
and it has the potential to be used in a variety of fields.

Another area of investigation will be the development
of a bivariate distribution, which will enable us to analyze
and predict the joint behavior of two variables. We will
also study copulas and other properties of this new distri-
bution, which will allow us to better understand its beha-
vior and applications.

Finally, we plan to apply the novel model to medicine
data. This will provide insights into how the new model
can be applied in real-world scenarios and will help to
further establish its potential usefulness in industry and
other fields.

Overall, our future research will focus on developing
advanced statistical models and analyzing their behavior
in various applications. We look forward to the potential

DE GRUYTER

insights and advancements that may result from these
investigations.
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